Single-Shot Compression for Hypothesis Testing
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Hypothesis Testing under Single-shot Compression

Results: Distributions and Compressor for |[X'| =13, M =4
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» server: hypothesis testing on a block of compressed samples. 1 .
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Our work: single-shot fixed-length compression for hypothesis testing. Optimal compressor: Hl,
> problem formulation; > * = arg max; D(Py||Py) = arg min; As s.t. || < M;
> analyze the error performance; » optimization over each possible f, which induces a partition of M sets
» propose a task-oriented compression algorithm for hypothesis testing. over X (NP-hard).
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Proposed Compressor Scheme
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Our “KL-greedy” compressor: Conclusions
> iteratively reduce the alphabet size by 1 at each step, until the » Formulation for the optimal compressor for hypothesis testin
Source Compressor Hypothesis Testing compressed alphabet has size M: = optr Pre yPOL &
- > at each step, combine {a. b} which minimize (1) » Proposed the empirical “KL-greedy” compressor: it can be computed
xeX={1l.. ., |X}t: X > M={1,... Mj > 9;0 _’ ’ _ N o in polynomial time and preserves the useful information.
n N A A L(X") =2 log T » note that this compressor can be determined in polynomial time. . .
X ~ Py(x), 0 € {0,1} X =1£(X), X ~ Py(X) i1 » Task-aware compression achieves error rate comparable to the

uncompressed case for low rates.

Fixed rate compression R = log M. We consider M < |X|.
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» Chernoff-Stein [1]: optimal type-Il error exponent is v* = D(Py||P1) > our KL-greedy compressor;

when there is no compression;

\ 4

with compression: error exponent depends on (f, R): w(R);
compression penalty: A¢(R) = D(Po||P1) — %(R).
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